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Abstract

Face parsing refers to the semantic segmentation of human
faces into key facial regions such as eyes, nose, hair, etc. It
serves as a prerequisite for various advanced applications,
including face editing, face swapping, and facial makeup,
which often require segmentation masks for classes like eye-
glasses, hats, earrings, and necklaces. These infrequently oc-
curring classes are called long-tail classes, which are over-
shadowed by more frequently occurring classes known as
head classes. Existing methods, primarily CNN-based, tend
to be dominated by head classes during training, resulting
in suboptimal representation for long-tail classes. Previous
works have largely overlooked the problem of poor segmen-
tation performance of long-tail classes. To address this issue,
we propose SegFace, a simple and efficient approach that uses
a lightweight transformer-based model which utilizes learn-
able class-specific tokens. The transformer decoder lever-
ages class-specific tokens, allowing each token to focus on
its corresponding class, thereby enabling independent model-
ing of each class. The proposed approach improves the per-
formance of long-tail classes, thereby boosting overall per-
formance. To the best of our knowledge, SegFace is the first
work to employ transformer models for face parsing. More-
over, our approach can be adapted for low-compute edge de-
vices, achieving 95.96 FPS. We conduct extensive experi-
ments demonstrating that SegFace significantly outperforms
previous state-of-the-art models, achieving a mean F1 score
of 88.96 (+2.82) on the CelebAMask-HQ dataset and 93.03
(+0.65) on the LaPa dataset. The code and models will be
made publicly available after the review process.

1 Introduction
Face parsing, a semantic segmentation task, involves assign-
ing pixel-level labels to a face image to distinguish key facial
regions, such as the eyes, nose, hair, and ears. The identifi-
cation of different facial regions is crucial for a variety of
applications, including face swapping (Xu et al. 2022), face
editing (Lee et al. 2020a), face generation (Zhang, Rao, and
Agrawala 2023), face completion (Li et al. 2017), and fa-
cial makeup (Wan et al. 2022). Long-tail classes are those
that occur infrequently within a dataset. Existing face pars-
ing datasets (Lee et al. 2020a) consist of these long-tail
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Figure 1: The proposed SegFace leverages a lightweight
transformer decoder with learnable class-specific tokens.
The association of each class with a token enables the inde-
pendent modeling of each class, which boosts the segmenta-
tion performance of long-tail classes that typically underper-
form in existing methods. The blue line represents the prob-
ability of a class being present in a randomly selected image
from the CelebAMask-HQ train set. SegFace provides a sig-
nificant boost in the segmentation performance of long-tail
classes (+7.9, +21.2), thereby establishing a new state-of-
the-art in face parsing performance.

classes, which are mostly accessories like eyeglasses, neck-
laces, hats, and earrings, because not all faces will feature
these items. We cannot expect to have equal representation
of all classes in current or even future face-parsing datasets,
as certain facial attributes like hair, nose and eyes are natu-
rally more common than accessories like earrings and neck-
laces. Additionally, it is difficult to collect samples with less
frequently occurring classes. Moreover, detailed annotation
for face segmentation, especially for less common or smaller
facial features, is labor-intensive and costly.

Since the advent of deep learning in semantic segmenta-
tion (Long, Shelhamer, and Darrell 2015), numerous stud-
ies have focused on solving face segmentation. Several
works (Guo et al. 2018; Zhou, Hu, and Zhang 2015; Lin
et al. 2021) leverage the learning potential of deep convo-



lutional neural networks to achieve promising face segmen-
tation performance. AGRNet (Te et al. 2021) introduces an
adaptive graph representation approach that learns and rea-
sons over facial components by representing each compo-
nent as a vertex and relating each vertex, while also incorpo-
rating image edges as a prior to refine parsing results. Sim-
ilarly, EAGRNet (Te et al. 2020) extends this approach by
enabling reasoning over non-local regions to capture global
dependencies between distinct facial components. Recently,
FaRL (Zheng et al. 2022b) explored pre-training on a large
image-text face dataset to enhance performance on down-
stream tasks, demonstrating that their pre-trained weights
outperform those based on ImageNet (Deng et al. 2009).
DML-CSR (Zheng et al. 2022a) utilizes a multi-task model
for face parsing, edge detection, and category edge de-
tection, incorporating a dynamic dual graph convolutional
network to address spatial inconsistency and cyclic self-
regulation for noisy labels. The recent FP-LIIF (Sarkar et al.
2023) leverages the structural consistency of the human face
using a lightweight Local Implicit Function Network with
a simple convolutional encoder-pixel decoder architecture,
notable for its small parameter size and high FPS, making it
ideal for low-compute devices. Despite these advancements,
most prior works have focused on specific challenges, such
as improving the correlation between facial components, en-
hancing hair segmentation, handling noisy labels, and op-
timizing inference speed. However, they often neglect the
critical issue of long-tail class performance, leading to sub-
optimal results in long-tail classes (see Figure 1).

To overcome this issue, we propose SegFace, a system-
atic approach that enhances the segmentation performance
of long-tail classes. These classes are often underrepresented
in the dataset, typically including accessories like earring
and necklace, while head classes are more frequent and in-
clude regions like the face and hair. In a face image, regions
like the eyes, mouth, and accessories (long-tail classes) are
naturally smaller than the overall face and hair regions (head
classes). Using only the final single-scale feature of a model
for face segmentation can lead to a loss of detail, as facial
features appear at different scales. Our approach leverages a
Swin Transformer backbone to extract features at multiple
scales, helping to mitigate the scale discrepancy between
different face regions. Multi-scale feature extraction effec-
tively captures both fine details and larger structures, aiding
the model in capturing the global context of the face. We
fuse the multi-scale features using MLP fusion to obtain the
fused features, which are then input to the SegFace decoder.
The lightweight transformer decoder utilizes learnable class-
specific tokens, each associated with a particular class. We
employ cross-attention between the fused features and learn-
able tokens, enabling each token to extract class-specific in-
formation from the fused features. This design allows the
tokens to focus specifically on their corresponding classes,
promoting independent modeling of all classes and mitigat-
ing the problem of dominant head classes overshadowing
long-tail classes during training.

The key contributions of our work are as follows:
• We introduce a lightweight transformer decoder with

learnable class-specific tokens, that ensures each token

is dedicated to a specific class, thereby enabling inde-
pendent modeling of classes. The design effectively ad-
dresses the challenge of poor segmentation performance
of long-tail classes, prevalent in existing methods.

• Our multi-scale feature extraction and MLP fusion strat-
egy, combined with a transformer decoder that leverages
learnable class-specific tokens, mitigates the dominance
of head classes during training and enhances the feature
representation of long-tail classes.

• SegFace establishes a new state-of-the-art performance
on the LaPa dataset (93.03 mean F1 score) and the
CelebAMask-HQ dataset (88.96 mean F1 score). More-
over, our model can be adapted for fast inference by sim-
ply swapping the backbone with a MobileNetV3 back-
bone. The mobile version achieves a mean F1 score of
87.91 on the CelebAMask-HQ dataset with 95.96 FPS.

2 Related Work
2.1 Face Parsing
Early face parsing approaches employed techniques such
as exemplars (Smith et al. 2013), probabilistic in-
dex maps (Scheffler and Odobez 2011), Gabor fil-
ters (Hernandez-Matamoros et al. 2015), and low-rank de-
composition (Guo and Qi 2015). Since the rise of deep learn-
ing, numerous deep convolutional network-based methods
have been proposed for face segmentation (Warrell and
Prince 2009; Khan, Mauro, and Leonardi 2015; Liang et al.
2015; Lin et al. 2019; Liu et al. 2017). Recently, AGR-
Net (Te et al. 2021) and EAGRNet (Te et al. 2020) proposed
graph representation-based methods that correlate different
facial components and utilize edge information for parsing.
DML-CSR (Zheng et al. 2022a) explores multi-task learning
and introduces a dynamic dual graph convolutional network
to address spatial inconsistency and cyclic self-regulation to
tackle the presence of noisy labels. Local-based methods,
which are most similar to our work, aim to predict each fa-
cial part individually by training separate models for dif-
ferent facial regions. (Luo, Wang, and Tang 2012) lever-
ages a hierarichal approach to parse each component sep-
arately, while (Zhou, Hu, and Zhang 2015) propose using
multiple CNNs that take input at different scales, fusing
them through an interlinking layer that efficiently integrates
local and contextual information. However, existing local-
based approaches fail to benefit from a shared backbone
and joint optimization, leading to suboptimal performance.
SegFace addresses this issue by independently modeling all
the classes using learnable class-specific tokens, while still
benefiting from multi-scale fused features extracted from a
shared backbone.

2.2 Transformers
Transformer-based models such as ViT (Dosovitskiy et al.
2020) and DETR (Carion et al. 2020) have demonstrated
their effectiveness in segmentation tasks by leveraging at-
tention mechanisms to capture long-range dependencies and
global context within images. Segformer (Xie et al. 2021)
and SETR (Zheng et al. 2021) are notable works which have
shown that transformers can outperform traditional CNNs
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Figure 2: The proposed architecture, SegFace, addresses face segmentation by enhancing the performance on long-tail classes
through a transformer-based approach. Specifically, multi-scale features are first extracted from an image encoder and then fused
using an MLP fusion module to form face tokens. These tokens, along with class-specific tokens, undergo self-attention, face-
to-token, and token-to-face cross-attention operations, refining both class and face tokens to enhance class-specific features.
Finally, the upscaled face tokens and learned class tokens are combined to produce segmentation maps for each facial region.

in general segmentation tasks. However, the application of
transformers in face segmentation remains relatively under-
explored, despite their potential advantages. Face segmen-
tation presents unique challenges, such as the need for pre-
cise boundary detection and sensitivity to subtle variations in
facial features, which traditional CNNs have addressed ef-
fectively. However, recent transformer-based segmentation
networks like Mask2Former (Cheng, Schwing, and Kirillov
2022) and SAM (Kirillov et al. 2023) have shown promis-
ing results in capturing both global and fine-grained con-
texts, leading to more accurate segmentation. These mod-
els leverage self-attention and cross-attention mechanisms,
which can be viewed as non-local mean operations that com-
pute the weighted average of all inputs. As a result, each
class’s inputs are calculated independently and averaged, al-
lowing the model to selectively attend to relevant features
without spatial constraints. This leads to a richer, contex-
tualized representation, which can significantly benefit the
understanding of long-tail visual relationships.

3 Proposed Work
The human face consists of various regions, including the
nose, eyes, mouth, and accessories like earrings and neck-
laces. In face segmentation, these regions are treated as dif-
ferent classes, which vary in scale and frequency of occur-
rence. Classes such as hair and nose, naturally appear more
often in a face image and are referred to as head classes. In
contrast, accessories, which may not be present in every face
image, are called long-tail classes and are underrepresented
in face segmentation datasets. We calculate the frequency
of each class in the dataset and determine the probability
of a class occurring in a face image of the CelebAMask-HQ
dataset. As shown in Figure 1, the probability of a head class
being present in an image is approximately 1.0, compared
to 0.26 and 0.05 for long-tail classes. Upon analyzing cur-

rent face segmentation methods, we observe that they often
perform poorly on long-tail classes. Our goal is to enhance
the segmentation performance of long-tail classes, thereby
boosting overall face segmentation performance.

Given a batch of face images I 2 RB⇥H⇥W⇥3, consist-
ing of N classes, where B is the batch size, while H and
W denote the height and width of the image, respectively.
SegFace extracts multi-scale features G = {Gi|1  i  4}
from the intermediate layers of the image encoder E✓. These
features are then fused using a MLP fusion module f� to
obtain the face tokens F . The face tokens, along with the
learnable class-specific tokens T = {Ti|1  i  N}, are
processed by the light-weight SegFace decoder g through
self-attention and cross-attention operations, resulting in the
learned class tokens T̃ and updated face tokens F 0. The up-
dated face tokens are then upscaled using an upscaling mod-
ule h↵ and multiplied element-wise with the learned class
tokens T̃ after the tokens has been passed through an MLP
to obtain the final segmentation map S = {Si|1  i  N}
where Si 2 RB⇥1⇥H⇥W , represents the segmentation map
for each class. The complete process is as follows:

T̃0
, F

0 = g (F,T), where F = f�(E✓(I))

Si = h↵(F
0)� MLP(T̃i)

Here, Si is the output segmentation map for the i-th class.
We utilize these segmentation maps to calculate the loss. We
use cross entropy loss along with dice loss to train the com-
plete pipeline which is illustrated in Figure 2. The final loss
function can be given as: L = �1Ldice + �2LCE.

3.1 Multi-scale Feature Extraction
We perform multi-scale feature extraction to address the
problem of scale discrepancy between different face re-
gions. This approach effectively captures both fine details



and larger structures, helping to obtain a comprehensive
global context of the face and better handle the varying sizes
and shapes of facial components. The multi-scale features
are extracted from the image encoder E✓. Let the batch of
input images be I 2 RB⇥H⇥W⇥3, where B is the batch
size, and H and W are the height and width of the image.
The encoder extracts features from multiple layers:

G = {Gi | 1  i  4}, Gi 2 RB⇥Ci⇥Hi⇥Wi

Here, Gi represents the feature map extracted from the i-th
layer of the encoder, Ci is the number of channels in the i-
th feature map, and Hi and Wi denote the height and width
of the i-th feature map, respectively. The hierarchical fea-
tures extracted from the encoder help capture coarse to fine-
grained representations, making them suitable for segment-
ing smaller classes, which are often long-tail classes.

3.2 MLP Fusion
We perform multi-scale feature aggregation using an MLP
fusion module f✓ to obtain the face tokens that will be
passed to the SegFace decoder. In this module, the multi-
scale features G = {Gi|1  i  4} are processed by
separate MLPs, each corresponding to a different scale, to
make the channel dimension consistent for fusion. Each
MLP transforms its corresponding Gi into a feature map
G

0
i

with a uniform number of channels C
0, as follows:

G
0
i
= MLPi(Gi), where G

0
i
2 RB⇥C

0⇥Hi⇥Wi . The result-
ing feature maps G

0
i

are then upsampled to match the spa-
tial resolution of the first feature map G

0
1 using bilinear in-

terpolation, represented as G
00
i
= Interp(G0

i
), where G

00
i
2

RB⇥C
0⇥H1⇥W1 , 8i 2 {1, 2, 3, 4}. These upsampled multi-

scale features G00
i

are concatenated along the channel dimen-
sion to form a unified feature map. Finally, this concatenated
feature map is passed through a single convolutional layer,
to reduce the channel dimensionality back to C

0.

Fconcat = Concat(G00
1 , G

00
2 , G

00
3 , G

00
4) 2 RB⇥(4⇥C

0)⇥H1⇥W1

F = Conv1x1(Fconcat) 2 RB⇥C
0⇥H1⇥W1

This fused feature map F represents the final multi-scale
face tokens which is given as input to the SegFace decoder.

3.3 SegFace Decoder
The SegFace decoder is designed to model each
class independently while enabling interactions be-
tween them, using learnable class-specific tokens. Let
T = Ti 2 R1⇥D | 1  i  N represent these tokens, where
N is the number of classes, and D is the embedding dimen-
sion (here, D = 256). These tokens correspond to various
facial components such as the background, face, eyes, nose,
etc. The decoder comprises of three main components:
1) Class-token Self-Attention, 2) Class-token to Face-
token Cross-Attention, and 3) Face-token to Class-token
Cross-Attention. Through self-attention and cross-attention
operations within the transformer decoder, the tokens are
guided to focus on class-specific features and facilitate
interaction among different facial regions.

Class-token Self-Attention: This component facilitates
interaction between different regions of the face by allowing

each class token, Ti, to attend to all other class tokens. For
each class token Ti, the operation is defined as:

T
0
i
= SelfAttention(Q = Ti,K = T, V = T),

where SelfAttention denotes the multi-head self-attention
operation, and Q, K, and V represent the queries, keys,
and values, respectively. Each class token corresponds to a
specific class, and the SelfAttention operation enables the
model to learn the correlations between the structure and po-
sition of different facial regions.

Class-token to Face-token Cross-Attention: In this
component, each class token T

0
i

attends to the fused face
token F , facilitating the extraction of class-specific informa-
tion and enabling independent modeling of the classes. The
updated class token T̃i is computed as follows:

T̃i = CrossAttention(Q = T
0
i
,K = F, V = F ),

where CrossAttention denotes the cross-attention operation.
This mechanism ensures that long-tail classes are not over-
shadowed during training, as each class is associated with a
token that extracts relevant features specifically for segment-
ing that long-tail class.

Face-token to Class-token Cross-Attention: In this
component, the fused face tokens attend back to the learned
class tokens, refining the face representation with class-
specific information. The refined face token F

0 is computed
as follows:

F
0 = CrossAttention(Q = F,K = T̃, V = T̃)

This component guides the feature extraction and fusion
modules by aligning their training to ensure that the ex-
tracted features are enriched with class-specific information.

3.4 Output Head
The output head’s role is to generate the final segmentation
maps from the learned class-specific tokens and the updated
face tokens. The face tokens F

0 are upscaled using a small
network h↵, which comprises transpose convolution opera-
tions. The upscaling increases the resolution of the face to-
kens to match the original image size. Formally, this can be
defined as U = h↵(F 0), where U 2 RB⇥C

0⇥H⇥W is the up-
scaled face token embedding, and C

0 is the reduced embed-
ding dimension after upscaling. Finally, the learned class-
specific tokens T̃ = {T̃i | 1  i  N} are passed through
an MLP and then multiplied element-wise with the upscaled
face tokens to produce the final segmentation maps:

Si = U � MLP(T̃i),

where � denotes element-wise multiplication, and Si 2
RB⇥1⇥H⇥W represents the segmentation map for the i-
th class. The final output is a set of segmentation maps
S = {Si | 1  i  N} for all classes, where each Si corre-
sponds to a specific face component, effectively segmenting
the input face image into its respective regions.



Method Venue Resolution Skin Hair Nose L-Eye R-Eye L-Brow R-Brow L-Lip I-Mouth U-Lip Mean F1 " Mean IoU "
Wei et al. TIP 19 512 96.1 95.1 96.1 88.9 87.5 86.0 87.8 83.8 89.2 83.1 89.36 -
BASS AAAI 20 473 97.2 96.3 95.5 88.1 88.0 87.7 87.6 85.7 87.6 84.4 89.81 -
EAGRNet ECCV 20 473 97.3 96.2 97.1 89.5 90.0 86.5 87.0 89.0 90.0 88.1 91.07 -
AGRNet TIP 21 473 97.7 96.5 97.3 91.6 91.1 89.9 90.0 90.1 90.7 88.5 92.34 -
FaRLscratch CVPR 22 512 97.2 93.1 97.3 91.6 91.5 90.1 89.7 89.1 89.4 87.2 91.62 -
DML-CSR CVPR 22 473 97.6 96.4 97.3 91.8 91.5 90.4 90.4 89.9 90.5 88.0 92.38 87.13
FP-LIIF CVPR 23 512 97.5 95.9 97.2 92.0 92.2 90.9 90.6 89.5 90.3 87.7 92.38 -
SegFace - 224 97.5 95.4 97.3 91.9 92.1 90.9 90.8 89.9 90.8 88.3 92.50 87.26
SegFace - 256 97.5 95.7 97.3 92.2 92.2 91.0 90.8 90.0 91.0 88.4 92.61 87.45
SegFace - 448 97.7 96.2 97.5 92.6 92.7 91.6 91.4 90.5 91.4 88.8 93.03 88.13
SegFace - 512 97.7 96.3 97.5 92.6 92.7 91.6 91.4 90.5 91.2 88.7 93.03 88.14

(a) LaPa Dataset
a

Method Venue Resolution Face Nose E-Glasses L-Eye R-Eye L-Brow R-Brow L-Ear R-Ear Mean F1 " Mean IoU "
I-Mouth U-Lip L-Lip Hair Hat Earring Necklace Neck Cloth

Wei et al. TIP 19 512
96.4 91.9 89.5 87.1 85.0 80.8 82.5 84.1 83.3

82.06 -
90.6 87.9 91.0 91.1 83.9 65.4 17.8 88.1 80.6

EAGRNet ECCV 20 473
96.2 94.0 92.3 88.6 89.0 85.7 85.2 88.0 85.7

84.89 -
95.0 88.9 91.2 94.9 82.7 68.3 27.6 89.4 85.3

AGRNet TIP 21 473
96.5 93.9 91.8 88.7 89.1 85.5 85.6 88.1 88.7

85.12 -
92.0 89.1 91.1 87.6 87.2 69.6 32.8 89.9 84.9

FaRLscratch CVPR 22 512
96.2 93.8 92.3 89.0 89.0 85.3 85.4 86.9 87.3

84.77 -
91.7 88.1 90.0 94.9 82.7 63.1 33.5 90.8 85.9

DML-CSR CVPR 22 473
95.7 93.9 92.6 89.4 89.6 85.5 85.7 88.3 88.2

86.07 77.81
91.8 89.1 91.0 94.5 88.5 69.6 40.6 89.6 85.7

FP-LIIF CVPR 23 512
96.6 94.0 92.5 90.0 90.1 85.6 85.4 86.8 86.7

86.14 -
92.7 89.4 91.3 95.2 86.7 67.2 42.2 91.4 86.8

SegFace - 224
96.4 93.8 94.0 90.1 90.2 86.0 86.0 88.2 87.5

87.47 79.65
92.2 89.4 90.7 95.7 89.6 71.1 52.6 91.5 89.5

SegFace - 256
96.5 93.9 94.3 90.2 90.5 86.3 86.4 88.5 88.0

87.66 79.91
92.4 89.6 90.9 95.8 89.7 72.0 52.8 91.5 88.7

SegFace - 448
96.6 94.1 95.0 90.8 90.9 87.0 86.9 89.2 88.6

88.77 81.30
92.9 90.0 91.3 96.0 89.9 74.5 62.0 92.0 90.0

SegFace - 512
96.7 94.2 95.4 90.9 91.1 87.2 87.1 89.3 88.9 88.96 81.5593.1 90.3 91.6 96.0 89.3 75.1 63.4 92.1 89.8

(b) CelebAMask-HQ dataset

Table 1: Quantitative results on (a) LaPa dataset and (b) CelebAMask-HQ dataset

4 Experiments

4.1 Datasets

We conduct our experiments on three standard face seg-
mentation datasets: LaPa (Liu et al. 2020), CelebAMask-
HQ (Lee et al. 2020b), and Helen (Le et al. 2012). The LaPa
dataset contains a total of 22,168 images, with 18,176 used
for training, 2,000 for validation, and 2,000 for testing. This
dataset is annotated for 11 classes, including skin, hair, nose,
left eye, right eye, left brow, right brow, upper lip, and lower
lip. The CelebAMask-HQ dataset comprises 30,000 face im-
ages, split into 24,183 for training, 2,993 for validation, and
2,824 for testing. It features 19 semantic classes, includ-
ing accessories such as earring, necklace, eyeglass, and hat,
which are considered long-tail classes due to their infrequent
occurrence in the dataset. The other classes are the same as
those in the LaPa dataset, with the addition of left/right ear,
cloth and neck. The Helen dataset, being the smallest, con-
sists of 2,000 training samples, 230 validation samples, and
100 test samples, annotated for 11 classes.

4.2 Implementation Details
We trained SegFace in various configurations by changing
the backbones (Swin, Swin V2, ResNet101, MobileNetV3,
EfficientNet) and input resolutions (64, 96, 128, 192, 224,
256, 448, 512). The models were optimized for 300 epochs
using the AdamW optimizer, with an initial learning rate
of 1e�4 and a weight decay of 1e�5. We employed a step
LR scheduler with a gamma value of 0.1, which reduces
the learning rate by a factor of 0.1 at epochs 80 and 200.
A batch size of 32 was used for training on the LaPa and
CelebAMask-HQ datasets, and 16 for the Helen dataset. We
did not perform any augmentations on the CelebAMask-HQ
and Helen datasets. For the LaPa dataset, we applied random
rotation [�30�, 30�], random scaling [0.5, 3], and random
translation [�20px, 20px], along with RoI tanh warping (Lin
et al. 2019) to ensure that the network focused on the face
region. The �1 and �2 values were set at 0.5 for dice loss and
cross entropy loss, respectively. Our method was evaluated
against other baselines using class-wise F1 score, mean F1
score, and mean IoU, with the background class excluded in
all metrics. All code was implemented in PyTorch, and the
models were trained on eight A6000 GPUs, each equipped
with 48 GB of memory.
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Figure 3: The qualitative comparison highlights the superior performance of our method, SegFace, compared to DML-CSR.
In (a), SegFace effectively segments both long-tail classes like earrings and necklaces as well as head classes such as hair and
neck. In (b), it also excels in challenging scenarios involving multiple faces, human-resembling features, poor lighting, and
occlusion, where DML-CSR struggles.

5 Results and Analysis

In this section, we detail the quantitative and qualitative re-
sults of SegFace and demonstrate its superiority in handling
the segmentation of long-tail classes. Further, we analyze the
benefits of the proposed method.

Quantitative Results: The class-wise F1-score, mean F1-
score, and mean IoU on the LaPa and CelebAMask-HQ
datasets are shown in Table 1(a) and Table 1(b), respectively.
We observe that SegFace outperforms other existing meth-
ods, achieving a mean F1-score of 93.03 and a mean IoU
of 88.14 on the LaPa dataset. We see improvements in ma-
jority of the classes, with the largest gains in the lower-lip,
inner-mouth, and upper-lip classes, with increments of 0.6,
0.7, and 0.7, respectively. The performance improvement
in these classes validates our claim that multi-scale feature
extraction and fusion help mitigate the scale-discrepancy
problem between different facial regions, thereby boost-
ing overall segmentation performance. SegFace also signifi-
cantly outperforms other baselines on the CelebAMask-HQ
dataset, achieving a mean F1-score of 88.96 (+2.89) and a
mean IoU of 81.55 (+3.74). Specifically, we observe sig-
nificant improvements in the long-tail classes such as eye-
glasses, earrings, and necklaces, with increments of 2.8, 5.5,
and 22.8, respectively. In addition to these improvements in
long-tail classes, SegFace also shows enhanced performance
across other classes in the CelebAMask-HQ dataset, out-
performing other methods when comparing the class-wise
F1 score. This significant performance improvement can be
attributed to the transformer decoder with learnable class-
specific tokens. It associates each class with a specific token
and prevents the dominance of head classes during train-
ing, ensuring effective feature representation for the long-
tail classes. Additionally, the cross-attention between fused

features and tokens helps the tokens extract class-specific
information and enables independent modeling of classes.

Qualitative Results: We illustrate the qualitative compar-
ison of our proposed method against other baselines in Fig-
ure 3. From Figure 3(a) [columns 1,2,3], we validate that
SegFace is capable of segmenting long-tail classes such as
earring and necklace much better compared to the exist-
ing state-of-the-art method, DML-CSR. This demonstrates
the effectiveness of the proposed transformer decoder with
learnable task-specific queries. It enables independent mod-
eling of all classes by associating each token with a partic-
ular class. In this design, the token can focus specifically
on that class and learn to leverage the fused features for
segmentation. Furthermore, from Figure 3(a) [columns 4,5],
we observe that the proposed method also performs better
on head classes such as hair and neck. The results on the
LaPa dataset, as shown in Figure 3(b) [columns 1, 2], in-
dicate that DML-CSR struggles with face segmentation in
the presence of multiple faces or human-resembling fea-
tures in the vicinity. We mitigate this issue by incorporating
RoI Tanh warping (Lin et al. 2019) to ensure that the model
focuses on the face region while performing segmentation.
From Figure 3(b) [columns 3,4], we can see that DML-CSR
performs poorly in challenging lighting conditions and in
Figure 3(b) [column 5], it struggles with occlusion. SegFace

outperforms DML-CSR and is able to accurately segment
facial regions even in these complex scenarios.

Analysis: We make the following claims: “The trans-
former decoder with learnable class-specific queries enables
independent modeling of classes” and “In our proposed ap-
proach, each token is associated with one class, allowing it to
focus specifically on that particular class.” To validate these
claims, we analyze what each token is learning. We visual-
ize the segmentation outputs of some tokens such as upper-



lip, nose, left-brow and right-eye in Figure 4(a). We observe
that each token effectively learns the class it has been asso-
ciated with, demonstrating independent modeling of classes.
The learnable tokens leverage the shared fused features via
cross-attention to learn the class-specific information. Fur-
thermore, we manually analyzed the segmentation outputs
and compared them with the ground truth. We found that the
proposed approach provides accurate segmentation output
even in the presence of samples with noisy ground truths,
showcasing its robustness. The noisy ground truths and our
predictions for the same are illustrated in Figure 4(b).

(a)

(b)
Face Ground Truth SegFace

Figure 4: (a) Class-specific tokens segment their correspond-
ing classes, showcasing the independent modeling of each
class. (b) Comparison of noisy ground truth with prediction
from SegFace

6 Ablation Studies
We conduct an ablation analysis to study different compo-
nents in our proposed approach and provide helpful insights.

Varying the backbone of SegFace: We trained SegFace

with various backbones to demonstrate the strength of the
proposed lightweight transformer decoder with learnable
task-specific tokens. As shown in Table 2(a), we conducted
experiments using backbones with parameter sizes ranging
from 7M to 91M and observed that the segmentation per-
formance remained consistent with minimal variation. This
consistency indicates that the transformer decoder is respon-
sible for majority of the heavy lifting, making it the core
component of our proposed approach. Furthermore, we want

Backbone Mean F1 Mean IoU FPS Params
ResNet 100 87.50 79.65 67.81 47.254
EfficientNet 88.94 81.49 40.14 57.035
MobileNet V3 87.91 79.98 95.96 7.034
Swin V2 88.73 81.30 34.13 91.168
Swin (w/o fusion) 87.83 80.07 40.00 90.513
Swin 88.96 81.55 38.95 91.006

(a) SegFace performance with different backbones
a

Res 64 96 128 192 224 256 448 512
FPS 54.56 54.11 45.77 47.39 47.72 42.78 44.53 38.95
Mean F1 80.92 83.75 85.62 87.11 87.47 87.66 88.77 88.96
Mean IoU 71.72 75.20 77.24 79.18 79.65 79.91 81.30 81.55
(b) SegFace performance for varying image resolutions

Table 2: Ablation study for different backbones and varying
image resolution.

Method Skin Nose U-Lip I-Mouth L-Lip Eyes Brows Mouth Mean F1 "
DML-CSR 96.6 95.5 87.6 91.2 91.2 90.9 88.5 95.9 93.8
FP-LIIF 95.1 94.0 79.7 86.3 87.6 89.1 81.0 93.6 91.2
SegFace 95.6 94.5 81.8 87.5 88.7 89.2 83.1 94.4 91.8

Table 3: Results on Helen Dataset

to emphasize that the proposed method can be adapted for
low-compute edge devices by simply swapping the back-
bone to MobileNetV3 (Howard et al. 2019). The mobile
version achieves 95.96 FPS with a mean F1 score of 87.91
(+1.77) on the CelebAMask-HQ dataset, surpassing the cur-
rent state-of-the-art.

SegFace w/o multi-scale feature extraction: We trained
SegFace using the single-scale final feature obtained from
the backbone without any feature fusion, as shown in Ta-
ble 2(a) [Row 5]. As expected, we observed a drop in per-
formance when the model was trained without multi-scale
feature extraction. This showcases the importance of multi-
scale feature extraction and feature fusion in effectively han-
dling different face regions that appear at varying scales.

Performance at different input resolutions: We ana-
lyzed the performance and FPS of SegFace at different input
resolutions to showcase the trade-off between FPS and per-
formance, which can be valuable for applications requiring
lower memory usage and inference costs. Notably, SegFace,
even when trained at a low-resolution of 192⇥ 192, outper-
forms the best version of current state-of-the-art DML-CSR,
which is trained at 512⇥ 512 resolution.

7 Conclusion
In this work, we present SegFace, a systematic approach that
leverages a lightweight transformer decoder with learnable
task-specific tokens to address the challenge of poor seg-
mentation performance on long-tail classes. We also incor-
porate multi-scale feature extraction and MLP fusion in our
pipeline to resolve the scale discrepancy problem between
different face regions. Through extensive experiments, we
validate the effectiveness of our approach and provide in-
sightful comments to highlight its superiority. The results
demonstrate that we significantly outperform other methods,
achieving state-of-the-art segmentation performance on the



LaPa and CelebAMask-HQ datasets.
Limitation: Transformers typically require large amounts

of data for optimal training and demonstrate improved per-
formance as the data scales (Brown et al. 2020). SegFace

leverages a transformer-based decoder and, therefore, ex-
hibits below-SOTA performance with scarce training data,
which is its primary limitation. We trained SegFace on the
Helen dataset, which comprises of only 2000 training sam-
ples, and summarized the results in Table 3.
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SegFace: Face Segmentation of Long-Tail Classes
Supplementary Document

In this supplementary document, we present an additional

qualitative comparison between our proposed method, Seg-
Face, and DML-CSR, the current state-of-the-art face pars-

ing model. The results are illustrated in Figure 1.

Focusing first on the visualization of the (a) CelebAMask-

HQ dataset, we observe that SegFace demonstrates superior

performance on long-tail classes such as earring (row 6),

necklace (row 8), and hat (row 1). Additionally, it performs

better on head classes such as the lower-lip (row 4) and hair

(rows 2, 3, 7). SegFace also provides accurate segmentation

even in the presence of noisy ground truths (row 5).

Shifting our focus to the (b) LaPa dataset, SegFace de-

livers better hair segmentation performance compared to

DML-CSR (rows 1, 2, 4, 8). SegFace effectively segments

similarly textured features like hair and fur, which DML-

CSR often confuses (row 6). It also achieves better segmen-

tation performance for classes like skin (row 5), the right

brow (row 4), and the right eye (row 4). Moreover, Seg-
Face maintains precise segmentation even when people are

present in the background or at the edges, where DML-CSR

struggles (rows 3, 7).

Copyright © 2025, Association for the Advancement of Artificial

Intelligence (www.aaai.org). All rights reserved.
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Figure 1: Additional qualitative comparison of our proposed method, SegFace, compared to DML-CSR on the (a) CelebAMask-

HQ and (b) LaPa dataset.


