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Abstract—Deepfakes have rapidly evolved from their inception as a niche technology into a formidable tool for creating hyper-realistic
manipulated content. With the ability to convincingly manipulate videos, images, and audio, deepfake technology can be used to create
fake news, impersonate individuals, or even fabricate events, posing significant threats to public trust and societal stability. The
technology has already been used to generate deepfakes for a number of the above-listed applications. Extending the complexities, this
paper introduces the concept of deepfake phylogeny. Currently, multiple deepfake generation algorithms can also be used sequentially
to create deepfakes in a phylogenetic manner. In such a scenario, deepfake detection, ingredient model signature detection, and
phylogeny sequence detection performances have to be optimized. To address the challenge of detecting such deepfakes, we propose
DeePhyNet, which performs three tasks: it first differentiates between real and fake content; it next determines the signature of the
generative algorithm used for deepfake creation to determine which algorithm has been used for generation, and finally, it also predicts
the phylogeny of algorithms used for generation. To the best of our knowledge, this is the first algorithm that performs all three tasks
together for deepfake media analysis. Another contribution of this research is the DeePhyV2 database to incorporate multiple deepfake
generation algorithms including recently proposed diffusion models and longer phylogenetic sequences. It consists of 8960 deepfake

videos generated using four different generation techniques. The results on multiple protocols and comparisons with state-of-the-art
algorithms demonstrate that the proposed algorithm yields the highest overall classification results across all three tasks.

Index Terms—Deepfakes, Phylogeny, Deepfake detection

1 INTRODUCTION

HE rapid advancements in generative networks have
Tushered in an era where the generation and manipula-
tion of digital media have become remarkably sophisticated
and accessible. This technological progress has resulted in
the proliferation of deepfake content that is convincingly
altered to misrepresent reality. Deepfakes pose significant
threats to our society, privacy, and even national security,
and are capable of swaying public opinion, spreading false
propaganda, and impersonating other people’s identities.

Deepfake generation has evolved and several complex
deepfake scenarios have emerged. Deepfakes can now be
generated using low-resolution videos and with multiple
subjects in a video [1f], [2]. Multiple algorithms have been
developed that are capable of generating high-quality deep-
fakes replicating pose, expression, and lighting of the tar-
get subject [3], [4], [5]. Extending the domain of deepfake
creation, we introduce the novel problem of ‘deepfake phy-
logeny’, where deepfakes are generated in a “phylogenetic”
manner by employing multiple generative algorithms in a
sequential manner (Fig. [I).
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Fig. 1: Introducing the concept of deepfake phylogeny:
(a) phylogenetic deepfake created with sequential use of
multiple generative techniques to a single target and (b)
phylogenetic deepfake created by replacing multiple targets
in a video.

1.1 Defining Deepfake Phylogeny

The concept of “Deepfake Phylogeny” involves sequential
application of various generative models to generate a
deepfake video, as illustrated in Fig. [I} Similar to image
phylogeny, this approach implies an evolutionary process
for deepfakes and presents new challenges associated
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Fig. 2: Illustration of the generation of phylogenetic deep-
fakes and their application in real-world scenarios such as
fake Instagram profiles and LinkedIn profile pictures.

with phylogeny in deepfakes. In deepfake generation,
a ‘source’ represents a subject whose facial features are
transferred to a ‘target’ subject’s video. In ‘deepfake
phylogeny’ the generative algorithms are applied such
that the generated video has multiple sources. This issue
can arise in two scenarios. In the first scenario, as shown
in Fig. [[(a), the facial features of a single target subject
are manipulated sequentially using a series of deepfake
generation techniques. Each technique leaves its unique
generative signal on the target, leading to a layered
effect of manipulations. In the second scenario, shown
in Fig. [[{b), multiple targets in a video are manipulated
using different sources. Each target receives facial features
from a distinct source, resulting in a video where each
individual exhibits characteristics from different generative
models. Both scenarios lead to a mix of generative signals
in the generated deepfake, creating a complex web of
transformations that can be challenging to untangle.
Deepfake phylogeny is nowadays popular in the dynamic
landscape of social media where malicious actors are
frequently employing a combination of techniques to
generate and then alter fake images or videos (as shown
in Fig. [2) — a trend particularly observed on platforms like
Instagram [6], [7]. Conventional single-technique attribution
models are inadequate in these scenarios due to a lack of
training on such complex manipulations. With this concept,
we introduce the following research questions:

RQ1: How well can a model differentiate between real and
fake videos generated in a phylogenetic manner?

RQ2: Can a model extract the signature of each generative
algorithm involved in the phylogenetic deepfake?

RQ3: Is the model able to predict the order of phylogeny in
the deepfake video?

1.2 Research Contributions

This paper introduces the concept of the deepfake phy-
logeny and proposes the DeePhyV2 dataset, which contains
8960 phylogenetic Videosﬂ generated using four different

1. This paper extends our preliminary research published in the
International Joint Conference on Biometrics 2022 .
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techniques, namely - FSGAN [3], FaceShifter [5], FaceSwap
(4], and diffusion model based Roop [9]. Focusing on the
first scenario (Fig. a)), the dataset is divided into three
sections - ”Succession 1”, ”"Succession 2”, and Succession
3”7 with 1120, 4480 and 3360 videos, respectively. Each
succession utilizes a different generative algorithm, thereby
enhancing the dataset complexity. Succession 1 consists of
videos where the face of the target is swapped once. In
Succession 2, the face of the target is swapped with two
different sources. Similarly, in Succession 3, the face of the
target is swapped with three different sources.

While there have been significant research efforts on
deepfake detection, no one has focused on the above men-
tioned research questions. In this research, we introduce
a novel deepfake detection algorithm termed as “DeeP-
hyNet”. The DeePhyNet model captures spatio-temporal
inconsistencies introduced by the generative models and
exploits them in order to discriminate between model signa-
tures. DeePhyNet consists of three steps: (i) frame extraction
and their division into packets, (ii) extraction of spatio-
temporal features from the packets, and (iii) projection of
these features to a frequency space. The frame extraction
step maintains the temporal coherence by transforming
the input video into a sequence of equidistant frames.
The sequence is then broken into packets where local and
global spatio-temporal features are captured as shown in
Fig. [[{b). The features are then projected to a frequency
space to amplify the extracted artifacts. Extensive experi-
ments performed on deepfake detection, model attribution,
and phylogeny sequence prediction tasks show state-of-the-
art results. This is also a step towards explainable deepfake
detection wherein the detection models can attribute a deep-
fake to a particular generative model.

2 RELATED WORK

Deepfakes are evolving rapidly, and so is the landscape
of deepfake research. These are two major aspects of the
research in deepfakes: generation and detection. Consider-
ing that this research involves deepfake dataset generation
and detection, the literature review section is arranged as
follows: (i) deepfake datasets, (ii) deepfake generation, (iii)
deepfake detection, and (iv) model attribution and phy-
logeny.

2.1 Deepfake Datasets

Over several years, the research community has proposed
multiple deepfake datasets. The early deepfake datasets
UADFV and DeepfakeTIMIT had a small quantity
of videos and were of poor quality. FaceForensics++
was the first big milestone dataset that served as the foun-
dation for deepfake detectors. It consists of 4,000 deepfake
videos generated using four generative techniques and in-
troduces the concept of deepfake detection under different
compression levels. Dolhansky et al. introduced the
DFDC dataset, consisting of over 100,000 deepfake videos
and 3,426 actors. The DFDC initiative significantly accel-
erated research in deepfakes, and many datasets followed
after that. CelebDF dataset contains 5,639 high-quality
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TABLE 1: Summarizing the characteristics of the publicly
available deepfake datasets.

Real Deepfake

Dataset Videos Videos Methods | Phylogeny
UADEV [10] 19 19 1 x
FaceForensics [17] 1,004 2,008 1 X
FaceForensics++ [12] 1,000 4,000 4 X
DFDC [13] 23,654 104,500 8 X
DeepFakeTIMIT [11] 320 640 2 X
Deep Fakes Dataset [18] 70 70 NA X
CelebDF [14] 590 5,639 1 X
KoDF [16] 62,166 175,766 6 X
DE-Platter 2] 764 132,496 3 X
DeePhy [8] 100 5,040 3 v
[ DeePhyV2 [ 100 [ 890 [ 4 | v ]

deepfake videos of celebrities. While existing datasets con-
sisted of real videos captured in a controlled environ-
ment, Zi et al. [15] proposed WildDeepFake, comprising
real videos captured in the wild to emulate real-world
deepfakes. Recent datasets like KoDF [16], DF-Platter [2],
and Open Forensics [1] have elevated deepfake research
by introducing complex scenarios like occlusion, multiple
faces in one image, and deepfake phylogeny and offering
multiple annotations to enhance the dataset usability. These
annotations facilitate various tasks, such as deepfake model
attribution and face segmentation. The current development
of deepfake datasets focuses on a deeper understanding of
the multifaceted nature of deepfake technology and its im-
plications. Table [I] provides a comprehensive list of publicly
available deepfake and phylogeny datasets.

2.2 Deepfake Generation

Multiple techniques have been proposed for deepfake gen-
eration in the literature. Here, we focus on identity swap
deepfakes in which one person’s face in the video is replaced
with another person. Earlier works involving face swap-
ping [19], [20] were proposed as a means of preserving the
privacy of individuals. Faceswap [21] is a classical computer
graphics-based technique. Face2Face [22] performs real-time
facial reenactment, with consistent facial expression transfer
using a dense photometric consistency measure. Thies et
al. [23] adopt neural textures to perform facial reenactment.
Korshunova et al. [4] treat face-swapping as a style-transfer
problem. Garrido et al. [24] proposed an image-based so-
lution for identity swapping, preserving the source face
expression. Open-source software like DeepFaceLab [25]
and DeepFakes [26] made the creation of deepfakes more
accessible. The development of GAN resulted in signif-
icant improvement in the quality of deepfakes. Models
like StyleGAN [27] enable face swap leveraging the latent
space representation of faces. Nirkin et al. [3] proposed
FSGAN, which can perform subject-agnostic face swapping
and facial reenactment without re-training for each iden-
tity. FaceShifter [5] uses a two-stage framework for high-
fidelity and occlusion-aware face swapping. Recently, Wang
et al. [28] proposed HifiFace, which uses a 3D shape-aware
identity to control the face shape with geometric supervision
from 3DMM and 3D face reconstruction methods. In a recent
study, Agarwal et al. [29] showed the impact of freely
available face-swapping tools in fooling face recognition
algorithms. Some works [9]], [30] take advantage of diffusion
models to generate highly realistic deepfake videos.

2.3 Deepfake Detection

Early works [31]], [32], [33] utilize image classification net-
works to extract feature vectors and perform binary clas-
sification. However, these methods were prone to overfit-
ting and did not generalize well on unseen data. Li et
al. [34] proposed a deepfake detector based on detecting
eye blinking in the videos. Chollet et al. [35] proposed
XceptionNet based on separable convolutions with residual
connections. Nguyen et al. [33] proposed a deepfake detec-
tion architecture based on capsule networks. Face Warping
Artifacts with spatial pyramid pooling [36]], Face X-Ray [37],
and Spatial Phase Shallow Learning (SPSL) [38] are more
generalized detectors and perform well on different ma-
nipulations. Sabir et al. [39] proposed a recurrent neural
network that uses temporal cues for video forgery detection.
Sun et al. [40] proposed a dual contrastive learning objective
for general face forgery detection. Some works [41], [42]
leverage the frequency information that provides clues for
face forgery detection. In recent years, many deep-learning-
based methods have been proposed [43], [44], [45], [46].

2.4 Model Attribution and Phylogeny

Early works in deepfake source detection were mainly
image-based and exploited attributes of synthetic imagery
such as GAN model fingerprints [47], [48]. Ciftci et al. [49]
propose a GAN-based framework that leverages the varia-
tion in the heartbeat of deepfake videos to find the source
method employed to generate the deepfake. Recently, Marra
et al. [50] studied the GAN fingerprints based on photo-
response non-uniformity pattern and demonstrated its ef-
fectiveness on GAN source identification. Jain et al. [51]
propose a hierarchical CNN architecture to distinguish be-
tween retouched and GAN-generated images and identify
the source GAN model. Yu et al. [48] can attribute fully
synthetic images to their respective source GAN model.
Zhang et al. [52] optimize over the source of entropy of each
generative model to probabilistically attribute a deepfake
to one of the models. Yang et al. [53] propose DNA-Net
that identifies GAN fingerprints by employing patchwise
contrastive learning and pre-training on image transforma-
tions. Inspired by the work on phylogeny in different do-
mains [54], [55], [56], in 2022, for the first time, we proposed
the application of phylogeny in the context of deepfakes [§].

3 DEEPHYV2: DEEPFAKE PHYLOGENY DATASET

The proposed DeePhyV2 dataset contains phylogeny se-
quences generated using FSGAN [3], FaceShifter [5]),
FaceSwap [21]], and diffusion based Roop [9]. The dataset
contains a total of 32 phylogeny sequences and 8960 deep-
fake videos created using three different kinds of model
architectures. The new sequences have been highlighted
in Table |2, which were not present in the predecessor.
The dataset contains 9060 videos and it is 78.5% greater
than its predecessor in terms of the total number of fake
videos. The samples from the proposed dataset can be
visualized in Fig. 3] The dataset is publicly available at
https:/ /iab-rubric.org/deephyv2-database.

Phylogeny Procedure: The DeePhyV2 dataset contains
videos generated using four different generative techniques
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Fig. 3: Illustration of phylogenetic samples of the DeePhyV2
dataset from different successions.

and comprises three successions, namely - “Succession 17,
“Succession 2” and “Succession 3” with 1120, 4480 and
3360 videos, respectively. Different generative techniques
employed three different generative architectures namely -
“Convolutional Autoencoders”, “GANs” and “Diffusion”.
In Succession 1 videos, the target’s face is interchanged once
with that of the source. Following this, the target’s face is
switched with two distinct sources in Succession 2 videos
and similarly with three different sources in Succession 3
videos. For each Succession, swapping does not necessarily
involve the same generative methodology. The generation
methods utilized in each Succession are sequentially listed
in Table 2] The previously generated deepfake from Succes-
sions 1 and 2, respectively, is subjected to the application
of the generation methodologies in Successions 2 and 3.
Each row of Table ]| indicates the cumulative sequence
in which the generation techniques are used to generate
phylogeny. For example, row 1 depicts that in “Succes-
sion 1”7, face swapping is done using Roop. In “Succession
2”, a phylogeny is produced by swapping the face of an
existing deepfake face (made using FSGAN). By employ-
ing the FaceSwap technique to switch faces in an already
phylogenetic deepfake face (created with Roop followed
by FSGAN), “Succession 3” deepens the phylogeny even
further. A set of 280 deepfake videos, their accompanying
generating methods, and their order are rendered by each
block in Table 21

Dataset Statistics: The DeePhyV2 dataset comprises a total
of 100 real videos and 8960 deepfake videos made with
several succession of face swapping. These videos have vari-
ations in the generation technique in each succession. Videos
filmed in controlled environments, where the variance of
various lighting situations is not fully caught, are found
in the majority of existing deepfake datasets. Additionally,
in contrast to real-life situations, there is little diversity in
background, position, and emotion in controlled environ-
ment settings. The real videos of the people in the DeePhyV2

4

TABLE 2: Methods applied to various dataset successions.
Succession 2 and 3 represent the application of deepfake

techniques twice and thrice, respectively.

Succession 1 | Succession 2 | Succession 3
FaceSwap FaceShifter
FaceShifter FaceSwa
FSGAN FSGAN Roop
Roop
FSGAN FaceShifter
FaceSwap FaceShifter FSGAN
FaceSwap Roop
Roop
FSGAN FaceSwap
. FaceSwa FSGAN
FaceShifter FaceShiftgr Roop
Roop
FSGAN FaceShifter
Roop FaceSwap FSGAN
FaceShifter Roop
Roop

OpenForensics _

0 20 40 60 80

BRISQUE Score

Datasets

Fig. 4: Comparing BRISQUE scores of DeePhyV2 with ex-
isting deepfake detection datasets. The lower the BRISQUE
score, the higher the visual quality of the dataset.

dataset are taken from YouTubdl

Visual Quality Assessment: The visual quality of the pro-
posed DeePhyV2 dataset is evaluated using the BRISQUE
score [57]. The complete DeePhyV2 dataset exhibits an av-
erage BRISQUE score of 48.28. When analyzed succession-
wise, the BRISQUE scores for the first, second, and third
successions are 44.39, 48.94, and 51.52, respectively. We
also analyzed the BRISQUE of existing datasets, includ-
ing FaceForensics++, DFDC, CelebDF, OpenForensics, and
DF-Platter, and the results are summarized in Fig. @ The
BRISQUE scores for these datasets are approximated based
on Narayan et al. [8]. These scores emphasize the high
quality of the proposed dataset, indicating its complexity
due to multiple deepfake iterations.

Size and Format: The extended dataset is around 50 GBs in
size. Videos in the dataset are around 20 seconds in duration
on average and are in 720p resolution. They have 25 frames
per second and are stored in MPEG4.0 format.

4 PROPOSED DEEPHYNET
Deepfake videos often display local artifacts around the lips,

eyes, and ear regions that occur over a sequence of frames.

2. The research is approved by the institutional ethical review com-
mittee.
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Fig. 5: Visualization of the complete generation process of phylogenetic deepfakes using four generation techniques, namely,
FSGAN, FaceSwap, FaceShifter, and Roop. The phylogeny tree illustrates the output generated when a target face is
swapped onto the input video using each of the aforementioned generation techniques.

In addition, deepfake videos also retain the residual signa-
ture of the generative model involved in their generation.
These inconsistencies occurring over a sequence of frames
can be utilized to detect deepfakes as well as to identify the
corresponding generative model [48].

In this work, we propose an approach capable of eluci-
dating these artifacts present in deepfake videos introduced
due to the succession of multiple phylogenies. For this, we
focus on capturing the spatial artifacts as well as temporal
inconsistencies in features. This is achieved by utilizing a
combined spatio-temporal feature extractor F with weights
0 = {¢,(,} responsible for processing features in the
spatial domain and then further identifying temporal incon-
sistencies. Given a phylogenic fake video V with n frames
V = {f}{,, it is first divided into p packets v = {f}2,,
where each packet sequence consists of m frames. Through-
out the training process, every sequence of video frames
v = {f}}L, assumes a critical role in discerning local tempo-
ral inconsistencies, whereas the analysis of the entire video
V = {v}}_, is essential for understanding global temporal
inconsistencies. The extracted spatio-temporal features are
then projected into the frequency space to further enhance
the detection of phylogeny signatures in a video. The entire
procedure is performed in three steps discussed below.

Step 1: Packet Generation. The proposed approach is de-
signed to process a sequence of frames as a video input. To
extract features from both the spatial and temporal domains
for an input video V, we devise a frame extraction method
to extract a total of k£ frames, which are further divided into
p packets with m frames each. Thus, given a video input,
V = {f};_, with n frames, it is transformed into output
video V' consisting of k frames extracted at equal intervals.

V= {{f}?_l ie|ix(5=1)]

1§i§n,1§k§n} D

’
packet v;

!
packet v il

!
ket
packetv ,

V/

Fig. 6: Pictorial representation of the transformation of input
video V to the sequence of packets V'

The output video V' is then broken down into p packets
where V' = {v'}!_, and packet p is v' = {f}"; with
constraints p < k and m < n. Hereafter, each packet {v'}?_,
serves as an input to F(.;0,6), where § are the weights
of the fully connected layer trained for a target task. The
transformation of V to V' in this step not only ensures tem-
poral consistency but also reduces computational overhead
throughout the training process. This process is pictorially
represented in Fig. 6]

Step 2: Spatio-Temporal Feature Extraction. In the context
of deepfake detection, capturing both spatial and tempo-
ral features is essential. This is because spatio-temporal
inconsistencies could emerge across various facial regions
spanning over multiple frames at discrete intervals. For
deepfake detection, we utilize F(.; ¢, (), designed to extract
intricate spatial artifacts and nuanced temporal inconsisten-
cies embedded within the input deepfake video V.

The feature extraction overall is a two-phase process.
The first phase is employed to extract only spatial features
z} = F(v';; ¢) for each sequence frame present in a packet.
Given an it packet v’;, each frame is fed to a robust
backbone network, parameterized by weights ¢. Subse-
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Fig. 7: Illustration of the complete training process of the proposed approach for video deepfake phylogeny detection.

quently, in the second phase, to encapsulate the temporal
features intrinsic to a specific packet, output spatial features
zi = F(v'i;¢) are concatenated and are then processed
through a temporal network, parameterized by weights (.
The output features z, = F(v';; ¢, () from the temporal net-
work ensures the incorporation of both spatial artifacts and
temporal inconsistencies in the final feature embeddings.
These resultant embeddings are then utilized in the final
step of the training of the detection task.

In other words, the network is trained individually for
each packet, but the inclusion of all p packets from an input
video equips the network with a comprehensive temporal
perspective. This allows for an understanding of the tem-
poral dynamics across the entire video sequence. Therefore,
our proposed setup not only processes the spatial features
from each frame but also captures local temporal informa-
tion through each packet and global temporal information
through all packets. This approach provides the network
with significantly more locations to extract artifacts from.
The spatial and temporal blocks utilized in this step are rep-
resented with green and blue blocks in Fig. [/} respectively.

Step 3: Feature Extraction in Frequency Domain: Media,
when generated synthetically, captures the signature of the
generating model. Recent research suggests these signatures
can be pronounced when visualized in frequency space [48],
[58]. To detect and identify the presence of the signature
of generative models in the phylogenetic deepfake, we
project the embeddings z; to the frequency space by first
transforming z; into 1—D space via temporal block and then
utilize them further for the target task. For this, a Frequency
Projection Block (FP Block) {¢'}7_, with ¢ layers is used, and

output from each layer is concatenated with embeddings 2,

2= {2 ® F(z {0 }j=) Vo @

where @ is the concatenation operation and z, are the final
embeddings from F(V'; ¢, (,¢) which can be utilized for
the target task in deepfake phylogeny.

In our implementation, we used ConvNeXtv2 [59]
as the backbone (¢) to extract spatial features ({z/}!_;)
and Temporal Convolution Networks (¢) to extract
temporal features (z;). ConvNeXt inherits its components
from ConvNets as well as Vision Transformers, enriching
it with the capabilities to extract spatial artifacts as well
as local temporal inconsistencies. Since n and k can vary
for a deepfake video V, we utilize Temporal Convolution
Networks (TCNs) as their performance is unaffected
(unlike other temporal architectures) when n and k are
scaled. To extract features from the frequency domain and
pronounce the signature of the generative model(s) used in
the generation, we utilize Sinc Convolutions v
and project the overall features (z,) to the frequency space.
In Fig.[7} this step is represented with the yellow block.

Inferencing: The proposed algorithm is evaluated with
the standard video detection procedure in which the predic-
tion is computed as § = F({f{}\_,;0,9), where § denotes
the weights of the classification layer. In other words, during
the testing phase, the video is divided into 50 packets, and
the first frame from each packet is fed into the model for
final prediction.
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5 EXPERIMENTAL RESULTS AND ANALYSIS

We conduct various experiments on the proposed DeeP-
hyV2 dataset to establish the benchmark performance and
evaluate the performance of the proposed algorithms under
different protocols. We further compare the performance of
different baseline algorithms with the proposed approach
and perform ablation experiments to investigate the impact
of each component of the proposed approach.

5.1 Evaluation Protocols

The dataset is divided into a train, validation, and test set
with a 70-10-20 split. For the baseline models, ten frames
are extracted from each video. The split of the identities in
the train and test set is subject-disjoint. The baseline models
and the proposed approach are evaluated for the following
protocols:

Protocol 1: This protocol concerns with detecting deepfakes
i.e. real vs fake on the proposed dataset. In this experiment,
we select the fake videos from succession 1 and all real
videos to keep this protocol consistent with the conventional
real vs fake deepfake detection task. We train the deepfake
detection models in a binary-classification setting to classify
an input data sample as “real” or “fake”. We report both
class-wise accuracy and overall accuracy for the baseline
models on the test set of this experiment.

Protocol 2: In this protocol, the task is to determine if a
specific generative algorithm was used in the sequence of
algorithms that produced the deepfake. The training set
of DeepPhyv2 is used to train a model in a multi-label
classification setting. The performance of various models
is evaluated based on their ability to accurately predict all
the deepfake generation techniques used in the creation
of a phylogenetic deepfake. The sequence in which the
generation techniques were used to create the deepfake is
not reflected in this protocol’s performance. The overall
accuracy, which indicates the model’s ability to correctly
identify all the generation techniques used, regardless of
their order, is reported.

Protocol 3: This protocol presents a complex model attribu-
tion task where the model is required to determine the spe-
cific order in which generative techniques were applied to
create a phylogenetic deepfake. The dataset for this protocol
was generated by sequentially applying all four generative
techniques—FSGAN, FaceShifter, FaceSwap, and Roop—to
create deepfake videos, resulting in 32 unique sequences
(as outlined in Table [2), each representing a distinct class
in the multi-class classification task. The model is trained
to recognize and classify these sequences by identifying
the subtle signatures and artifacts left by each technique.
The evaluation of the model is based on its accuracy in
predicting the correct sequence of generative techniques ap-
plied to unseen deepfake videos, thereby demonstrating its
ability to handle the complexities of phylogenetic deepfake
generation.

In the above-mentioned Protocol-2 and Protocol-3, we
carry out two experiments. The first experiment involves
training the model on the training set of the proposed
Deephyv2 dataset and evaluating its performance on the
test set, referred to as the Train experiment. In the second
experiment, we use existing datasets that contain deepfake
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samples created using FSGAN, FaceSwap, and FaceShifter
to pre-train a model, which is referred to as the Finetune ex-
periment. For this purpose, we collect samples of FaceSwap
and FaceShifter-generated deepfakes from the FaceForen-
sics++ dataset [12]]. The FSGAN deepfakes are created using
raw videos from the CelebDF [14] dataset. The model is
pre-trained on these samples in a multi-label classification
setting. Following this, the models are fine-tuned on the
training set of our proposed dataset, and their performances
are evaluated.

5.2 Comparison Algorithms and Evaluation Metrics

Detection of phylogeny can be viewed from the lens of
spatial as well as temporal domain. For this, the following
ConvNet-based algorithms and Transformer-based back-
bones are trained for the baseline and comparison experi-
ments. Their performance is evaluated based on the proto-
cols discussed earlier.

MesoNet: Afchar et al. [31] proposed a ConvNet-based
deepfake detection method with two variants, namely,
Meso4 and Inception modules-based [36] Mesolnception4.
FWA: Li et al. [36] explore the artifacts in the deepfake
videos for fake detection with a ResNet50 [62] backbone.
These artifacts are caused due to affine face-warping trans-
formations.

DSP-FWA: Li et al. [36] extended FWA with the introduction
of a dual pyramid strategy at both image and feature levels.
CapsuleNet: Nguyen et al. [63] proposed a CapsuleNet
which builds over Capsule architecture [64] with VGG19
[65] backbone. It utilizes the spatial relationships of features
in the input image.

XceptionNet: Chollet et al. [35] proposed an InceptionNet-
based architecture termed extreme Inception-Net (Xcpetion-
Net). It consists of separable convolutions with residual
connections across the network.

Vision Transformer: Dosovitskiy et al. [66] proposed an
architecture for applying a Transformer-encoder on image-
recognition tasks. The architecture utilizes self-attention
only without the use of convolution operations.
MobileViT: Mehta et al. [67] proposed a light-weight and
general-purpose ViT for mobile devices. It combines the
strengths of ConvNets and ViTs by using convolutions to
learn local representations and transformers to learn global
representations.

SwinViTv2: Liu et al. [68] proposed a vision backbone
that uses shifted windows and hierarchical structure to
compute local and global self-attention. It introduces several
techniques to improve training stability, resolution transfer,
and memory efficiency.

ConvNeXtv2: Woo et al. [59] is another recent vision back-
bone that aims to modernize the standard ConvNet by
incorporating some design principles from Transformers.
It consists of four stages, each with a number of blocks
that have a shifted window self-attention layer and a feed-
forward network layer.

Evaluation Metrics: In the first protocol, we report both the
classwise accuracy and the overall video-wise accuracy for
the deepfake detection task. The second protocol involves
evaluating the performance of various detection models in
a multi-label classification setting. The overall video-wise
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accuracy is defined as the number of instances where all
employed generation techniques are correctly identified,
excluding cases where only a subset of these techniques are
accurately predicted.

In the third protocol, we assess the model’s video-wise
accuracy in a multi-class classification context, treating each
unique sequence as a separate class. For all these protocols,
video-wise accuracy is determined by majority prediction.
Specifically, if a certain label is predicted for 5 or more out
of 10 frames with a threshold of 0.5, that label is considered
the final output.

5.3

We next discuss the generation details of the DeePhyV2
dataset and implementation details of the proposed DeeP-
hyNet approach for reproducibility:

Implementation Details

Generation Details: The dataset’s source videos were col-
lected from YouTube and feature subjects of Indian origin.
The videos were generated using FaceSwapﬂ FaceShifteIﬂ
FSGAI\ﬂ and Roopﬂ techniques with their open-source
codes. For FaceSwap, each video was created after 8 hours
of training on two Nvidia DGX A100 systems with 8 GPUs
of 80GB memory each. Similarly, videos were generated
by utilizing pre-trained weights of FaceShifter with de-
fault parameters on two Nvidia RTX 3090 GPUs of 24 GB
memory each. Additionally, we fine-tuned the re-enactment
generator of FSGAN for each source video and performed
inferencing using Nvidia DGX A40 with 48 GB memory. To
generate the deepfake videos using Roop, their open-source
model was utilized, and generation was performed on four
Tesla V-100 GPUs. The dataset generation process took over
1400 hours with parallel use of the above-mentioned GPUs.

Benchmarking Details: The baseline experiments for the
proposed dataset were conducted on a Nvidia DGX station
with four Tesla V-100 GPUs, each consisting of 32 GB mem-
ory. The frames from videos were extracted using DSFD
[69]. The number of frames in videos varies between 500
to 600, and we extract 450 frames and divide them into 10
packets with 50 frames in each. Protocol 1 and protocol 2, are
trained using binary cross-entropy loss, whereas protocol 3
is trained using the cross-entropy loss. While training for
each protocol, the proposed algorithm and baseline models
were trained for 30 epochs with early stopping using Adam
Optimizer, having a learning rate of 0.0001 and keeping the
rest of the parameters as specified in the respective papers.

Architecture Details: DeePhyNet employs ConvNextv2 en-
coder as the Spatial Block with standard 8 ConvNeXt stages
preceded by a positional embedding layer and followed by
a LayerNorm layer. A standard ConvNeXt stage primarily
comprises a depthwise 2D convolutional layer, GeLU acti-
vation function, and Global Response Normalization layer.
The temporal Block consists of 8 sub-temporal convolutional
network blocks with kernel size 7, stride 1, and dilation
rates increasing from 1 to 128. The padding size is adjusted
according to the kernel size and dilation rates. The number

3. https:/ /github.com/deepfakes/faceswap

4. https:/ /github.com/Heonozis /FaceShifter-pytorch
5. https:/ / github.com/YuvalNirkin/fsgan

6. https:/ / github.com/s0md3v /roop
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TABLE 3: Comparing DeePhyNet with state-of-the-art al-
gorithms for protocol 1 (deepfake detection task) on the
DeePhyV2 dataset.

Accuracy (%)

Model Type | Models Real | Fake | Overall
XceptionNet 35.71 | 85.29 66.66
MesoNet 4584 | 91.17 74.07
ConvNet MesolnceptionNet | 35.88 | 94.11 72.22
based FWA 4585 | 94.11 75.92
DSP-FWA 85.62 | 82.35 83.33
CapsuleNet 85.00 | 91.17 88.88
MobileViT 90.84 | 91.17 90.74
Transformer | ViT 80.57 | 76.47 77.77
based SwinT 85.45 | 88.23 87.03
ConvNeXt 90.05 [ 91.92 90.74
[ DeePhyNet (Proposed) [ 80.18 1 9999 | 9333 |

of input and output features is kept at 128 for all these blocks
except the first one, for which the number of input features
is the same as spatial feature dimensions, which is 768.
This is followed by a small temporal convolutional network,
which serves as a bridge between the transformation of
128 features to a single feature for each i'" frame in a
packet. These sub-temporal blocks further utilize the ReLU
activation function and a dropout with a probability rate of
0.2. The input of the frequency projection block is thus of a
single channel and packet sequence length. The frequency
projection block comprises four SincConv networks, which
consist of a sinc convolutional layer with an audio sample
rate equal to packet sequence length followed by ReLU
activation function and dropout with a probability rate
of 0.1. The final classification layer adapts a channel-wise
concatenation of temporal block output and all four sinc
Network outputs and has therefore, 132 as the number of
input features. The softmax activation function is employed
for the final model prediction.

Training and Inference Details: DeePhyNet is trained by
extracting 9 packets from each video, where each packet
contains 50 frames. This process results in a total of 450
frames. During testing, for an input video, we maintain the
same frame count (50 frames), consistent with the training
protocol. Specifically, we extract 50 packets from the original
450 frames and select the first frame from each of these 50
packets, yielding a total of 50 frames. DeePhyNet then con-
catenates these frames sequentially to make predictions. As
a baseline comparison, we adhere to the standard protocol
of thresholding with 5 or more frames for classification.

5.4 Results and Discussion

To evaluate the robustness of the DeePhyNet against phy-
logenetic deepfakes, the DeePhyV2 dataset is used. As dis-
cussed in section we evaluate the proposed approach
and baseline algorithms through three protocols.

Protocol 1 In this protocol, we evaluate the baseline models
and the proposed algorithm for the binary classification
problem of distinguishing between real and fake videos. We
compute class-wise and overall video accuracy and report
them in Table [3 The results indicate that the proposed
approach achieves state-of-the-art performance in terms of
video accuracy, with a score of 93.33%. ConvNeXt and
CapsuleNet follow with an accuracy of 90.74% and 88.88%,
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Succession 2 Succession 3

Succession 1

Data used " '
-
Accuracy 93.33 % 92.38 % 93.42 %

Fig. 8: The performance of DeePhyNet when trained on each
successions, individually.

respectively. We observe that the majority of the models
achieve lower class-wise accuracy for the real class than
for the fake class. This is attributed to the fact that the
dataset is skewed against the real class, reflected in the
performance. This behaviour also explains the diminished
class-wise performance of DeePhyNet on the real class. The
proposed algorithm processes the entire video as a single
sample, which further accentuates the imbalance between
the real and fake classes.

The accuracy of the baseline models in detecting deep-
fakes in the DeePhyV2 dataset is comparable to that of other
existing deepfake datasets [12]], [14], [11], [17], [15]. Since
the proposed deepfake dataset with 8960 videos generated
using four different techniques is designed to facilitate
research on deepfake detection and phylogeny prediction,
we suggest that a subset of the DeePhyV2 dataset (i.e.,
Succession 1 deepfakes) can be included in existing datasets
for a robust training of the models. This will also ensure a
better representation of Indian origin, under-represented in
existing deepfake datasets.

We also evaluate the performance of DeePhyNet on bi-
nary classification between real and fake data from each suc-
cession under Protocol 1. For this, DeePhyNet was trained
and tested individually for each succession. The results are
presented in the Figure [§| These results demonstrate that
DeePhyNet maintains consistent and high accuracy across
all three successions, with a slight variation in performance.
This suggests that the complexity introduced by phyloge-
netic deepfakes in succession 2 and 3 does not significantly
affect the model’s ability to differentiate between real and
fake content. The comparable performance across succes-
sions indicates that phylogenetic deepfakes, despite involv-
ing more complex manipulations, are effectively detected by
the proposed method.

Protocol 2 This protocol assesses the proposed algorithm’s
ability to detect the signatures of deepfake generation algo-
rithms. In this, two experiments are conducted: in the first
(termed “Train” in Table @), the algorithms are evaluated
directly after being trained on the train set of the Deep-
hyv2 dataset. In the second experiment (termed “Finetune”),
the algorithms are first pre-trained on a curated deepfake
dataset (details discussed in section[5.T)) and then fine-tuned
on the DeePhyV2 dataset for evaluation. The results of both
experiments are reported in Table [@] The table shows that
the proposed algorithm outperforms existing algorithms
by a significant margin in both experiments, achieving an
accuracy of 96.93% and 97.98% for Train and Finetune
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TABLE 4: Comparing DeePhyNet with state-of-the-art al-
gorithms for protocol 2 (model attribution task) on the
DeePhyV2 dataset. Video-wise accuracy (in %) is reported
for the Train and Finetune experiment.

Model Type | Models Train | Finetune
MesoNet 76.95 | 77.23
MesolnceptionNet | 77.68 | 78.18

ConvNet FWA 88.82 | 87.80

based DSP-FWA 79.13 | 84.28
Xception 86.76 | 87.24
CapsuleNet 92.84 | 86.96
MobileViT 91.18 | 91.35

Transformer | ViT 93.28 | 95.46

based SwinT 93.06 | 94.93
ConvNeXt 93.56 | 93.79

[ DeePhyNet (Proposed) [ 96.93 | 97.98 |

TABLE 5: Comparing DeePhyNet with existing state-of-the-
art algorithms for protocol 3 (phylogeny sequence predic-
tion task) on the DeePhyV2 dataset. Video-wise accuracy (in
%) is reported for the Train and Finetune experiment.

Model Type | Models Train | Finetune
MesoNet 2.62 3.41
MesolnceptionNet | 35.00 33.64

ConvNet FWA 65.68 65.82

based CapsuleNet 79.69 75.16
Xception 66.77 63.78
DSP-FWA 81.20 83.44
ViT 79.58 79.75

Transformer | MobileViT 82.94 86.85

based ConvNeXt 81.48 83.27
SwinT 83.50 83.72

[ DeePhyNet (Proposed) [90.93 T 9079 |

experiments, respectively.

For the proposed approach, the primary factor contribut-
ing to the significant improvement in detecting generative
model signatures is the frequency_block, which projects the
input into frequency space, making residue signatures more
apparent for the classifier to detect. This is consistent with
the recent research that shows that the signature of genera-
tive models can be amplified in the frequency domain [58],
and its contribution can also be observed in the ablation
study of the proposed algorithm discussed in section
We also notice that ConvNet-based models, CapsuleNet and
XceptionNet, achieve performances of 92.84% and 88.76%
for the Train experiment and 75.16% and 63.78% for the
Finetune experiment, respectively. Transformer-based archi-
tectures like SwinT and MobileViT achieve a performance
of 81.48% and 82.94% for the Train experiment and 83.72%
and 86.85% for the Finetune experiment, respectively.

Protocol 3 is a task to predict the sequence of generative
techniques used to create a phylogenetic deepfake. The per-
formance of the proposed approach and different baseline
algorithms on this task is shown in Table 5| The significant
drop in the performance obtained by the baseline algorithms
like MesoNet, MesolnceotionNet, FWA, and XceptionNet
illustrates the challenging nature of this protocol. While
the existing algorithms struggle, the proposed approach
achieves state-of-the-art performance for both Train and
Finetune experiments with an accuracy of 90.93% and
90.79%, respectively. Since DeePhyNet processes the video
as a sequence, it searches for spatial artifacts while extract-
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Fig. 9: Comparison of Succession-wise performance for dif-
ferent algorithms. Here, the models are evaluated for Proto-
col 3 without fine-tuning and in terms of average accuracy
over each succession.

ing temporal inconsistencies. The spatio-temporal nature
of the proposed approach enables it to capture the subtle
artifacts in the face around the lip, nose, eyes, and ears and
movements over time (i.e.,, over the sequence of frames)
that are introduced by different generative techniques. As
a result, DeePhyNet can accurately identify the order of the
generation methods used to create a phylogenetic deepfake.

From Table [5, we also observe that the performance of
DeePhyNet is followed by Swin-Transformer with a video
accuracy of 83.50% and 83.72%, and DSP-FWA algorithm
with a video accuracy of 81.20% and 83.44% for the Train
and Finetune experiments, respectively. We also observe
that the Meso and Mesolnception along with the other
remaining could barely detect the sequence of phylogeny,
due to the challenging nature of this protocol.

In order to study the impact of successions on phyloge-
netic deepfakes, we evaluated the performance of various
algorithms across all sequences, averaging the results for
each succession. The average accuracy of these compari-
son algorithms for each succession is illustrated in Fig. [9]
It is evident that as the number of deepfake successions
increases, the performance of the models diminishes. This
suggests that generating phylogeny through different deep-
fake algorithms makes the task more complex. However,
it is noteworthy that while the proposed algorithm also
follows this trend over successions, it consistently achieves
the highest performance for each succession, with average
accuracy of 98.40%, 95.02%, and 84.90% for successions 1, 2,
and 3, respectively.

Evaluation on Different Post-Processing Techniques:
We evaluate the proposed DeePhyNet on different post-
processing operations, such as blurring, resizing, and com-
pression on protocol 3, and compute the performance. In
Table [6) we observe that minor changes in the input data
do not significantly affect the performance of the proposed
DeePhyNet. However, substantial modifications, such as
resizing the image to almost half its size, blurring with
o = 0.7, and applying hard compression, lead to a de-
crease in performance when evaluated on the challeng-
ing Phylogeny sequence prediction task. These findings
offer valuable insights into the algorithm’s behavior. For
instance, a reduction in image size to 128x128 alone leads
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TABLE 6: Evaluation of DeePhyNet on different post-
processing methods.

Operation Accuracy
224x224 (original) 90.93
Resizing 180x180 87.75
150x150 79.92
128x128 62.08
o = 0 (original) 90.93
Blur c=0.3 90.88
0c=05 85.68
oc=0.7 53.57
raw (original) 90.93
Compression c23 64.54
c40 12.41

TABLE 7: Performance comparison between DeePhyNet
and current state-of-the-art algorithms on the Celeb-DFv2
dataset and Set C of the DF-Platter (DF-P) dataset in an out-
of-domain setting. The reported results for the comparative
algorithms are obtained from published literature. Here,
FF++/DE-P Set A means the model is trained on FaceForen-
sics++ (FF++) to evaluate performance on Celeb-DFv2 and
trained on DF-Platter Set A to assess performance on DF-
Platter Set C.

Algorithm Trained on Celeb-DFv2 | DEF-P Set C
MesoNet (2018) [31] DF-P Set A - 0.690
Mesolnception (2018) [31] | DF-P Set A - 0.690
FWA (2018) [36] FF++/DEF-P Set A 0.569 0.640
DSP-FWA (2018) [36] FF++/DEF-P Set A 0.693 0.770
Xception (2019) [?] FF++ 0.737 0.710
Capsule (2019) [63] DEF-P Set A - 0.810
HICL (2022) [70] TF++ (c23) 0.790 .
FTCN (2021) [71] TF++ 0.869 .
RealForensics (2020) [72] FF++ (c23) 0.857 -
ICT (2022) [73] TF++ (c23) 0.857 .
SBI (2022) |74] FF++ 0.931 -
SBI (2022) |74] Private Data 0.870 -
SSPSL (2022) [75] FF++ 0.922 -
LSDA (2024) [76] FF++ 0.911 -

[ DeePhyNet (ours) [ DeePhyV2 [ 0.892 [ 0.876

to a performance drop. A performance decline is observed
only when the blurring magnitude increases significantly.
At 0 = 0.7, we note an accuracy of 53.57%, which can
be attributed to the removal of deepfake artifacts by the
blurring operation. A similar trend is observed with com-
pression. Hard compression of c¢40 results in significant per-
formance degradation, with an accuracy of just 12.41%. This
decline can be attributed to the loss of deepfake artifacts
during the blurring, resizing, or compression processes. This
experiment suggests that the algorithm may not exhibit
complete robustness against various post-processing tasks,
particularly when the input is significantly compressed.

Evaluation in Out-of-Domain Setting: We assess the per-
formance of the proposed DeePhyNet in an out-of-domain
context. Specifically, we train DeePhyNet on the first suc-
cession data of DeePhyv2 for real versus fake classification
under protocol 1 and subsequently test it on the Celeb-
DFv2 [14] and set C of the DF-Platter [2] dataset. The
performance achieved is compared with popular and state-
of-the-art algorithms and is reported in Table[7] We observe
that DeePhyNet consistently outperforms these state-of-the-
art methods in terms of AUC on the DF-Platter dataset
while maintaining competitive AUC scores on the Celeb-
DFv2 dataset, further highlighting its robustness in detect-
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Fig. 10: Performance of DeePhyNet in an open-set setting.
The algorithm is trained on the data of one generation
algorithm and tested on rest three for protocol 1.

ing deepfakes across diverse unseen samples. Additionally,
we have computed the accuracy of DeePhyNet on the
Celeb-DFv2 dataset, observing a performance of 86.28%,
which surpasses SSPSL [75], which achieved 84.60%. We
also evaluated in-domain performance of DeePhyNet, along
with existing algorithms, on Set A of the DF-Platter dataset.
The AUC for these methods ranged from 0.59 to 0.83, with
DeePhyNet achieving a leading AUC of 0.84.

Evaluating for Open-Set Generalization: We conduct em-
pirical evaluations to assess the generalization capability of
DeePhyNet. Specifically, we trained DeePhyNet using data
from one deepfake generation algorithm (e.g., FaceShifter)
in succession 1. We then tested the trained model on a
combination of data from the remaining three algorithms
(FaceSwap, FSGAN, and Roop). This process was repeated
for each generation method to ensure a comprehensive
evaluation. The results for Protocol 1 are presented in Figure
Notably, the model achieves its highest generalization
performance when trained on FaceShifter, achieving an
accuracy of 84.03% on previously unseen deepfake gener-
ation methods. FSGAN closely follows with an accuracy
of 80.13%. However, performance is comparatively lower
when the model is trained on FaceSwap and Roop, achiev-
ing accuracies of 66.35% and 68.28%, respectively. This
performance disparity is likely due to the shared GAN-
based nature of FaceShifter and FSGAN, allowing a model
trained on one GAN-based algorithm to generalize more
effectively to others, consistent with the observations in
the literature [77]. While open-set generalization remains
a challenging task, these results suggest that incorporating
a broader range of generative techniques during training
could help improve performance.

These findings highlights the inherent challenges in
open-set generalization, particularly when different gener-
ative techniques are at play. To further enhance general-
ization, consider incorporating a diverse set of generation
methods during the training process.

Effects of Thresholding on Baseline Algorithms: In the
literature on deepfake detection methods, the standard prac-
tice is to assign the majority label based on the majority
of frames. To test the impact of thresholding on phylogeny
prediction, we conduct experiments and analyze the perfor-
mance of baseline algorithms such as ViT and SwinTrans-
former. Specifically, we varied the number of frames within
each packet for Protocol 3, as summarized in Table |8l We
observe that an increase in the number of frames led to
a decline in performance. This decrease can be attributed
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TABLE 8: Effect of different thresholds for baseline algo-
rithms when evaluated on protocol 3.

Number of Frames | Accuracy (%)
(Threshold) ViT | SwinT
3 87.08 | 85.85
5 82.94 | 83.50
7 74.88 | 75.72

TABLE 9: Performance comparison of DeePhyNet with
baseline methods on threshold independent metrics for
Protocol 3.

Detection

Method AUC AP

ViT 0.812 | 0.798
MobileVIT 0.849 | 0.830
ConvNeXt 0.860 | 0.825
SwinT 0.865 | 0.828

DeephyNet (ours) | 0.958 | 0.919 |

to the heightened challenge of maintaining consistent pre-
dictions across a larger frame set. Despite this challenge,
achieving consistent predictions over more frames would
imply a higher level of confidence in the prediction.

We also compute threshold-independent metrics such
as AUC (Area Under the ROC Curve) and AP (Average
Precision) to compare the performance of baseline algo-
rithms with the proposed DeePhyNet algorithm. The base-
line algorithms are executed (using a standard threshold of
5 frames) and evaluated for Protocol 3 of the phylogeny-
sequence prediction task. The results are reported in Table
Pl Even when considering threshold-independent metrics,
we observe that DeePhyNet significantly outperforms the
baseline algorithms on the proposed dataset.

Ablation Analysis To evaluate the contribution of each com-
ponent of the proposed DeePhyNet approach, we perform
the ablation, where we test the performance achieved by
each component of the algorithm individually. This experi-
ment is performed for protocol 3 of the sequence prediction
task of the proposed algorithm, and results are reported in
Table To systemically evaluate the key components of
our approach, we conduct ablation experiments on protocol
3, i.e., the sequence prediction task of the proposed dataset.
We analyze the proposed algorithm from two aspects and
present our analysis.

o Effect of extracting spatio-temporal features: Train-
ing the backbone on spatial features alone resulted
in a performance of 81.48%. However, when the

TABLE 10: Ablation of the DeePhyNet with its different
components plugged in. The performance is evaluated for
protocol 3 (Train experiment) of the sequence prediction task
on the proposed dataset with ConvNeXtv2 as the backbone
and video-wise accuracy (in %) is reported.

Component Model Description Accuracy
Spatial Learning + Backbone | F({ fi}§:1§ ®,9) 81.48
Spatial-Temporal Learning +

Blzlckbone +pTCN & }—({U;}g):l; ,¢,9) 88.12
Spatial-Temporal Learning +

Backbone + TCN + F({vi}f—1:6,¢9,9) 90.54
Frequency block (Proposed)
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backbone was trained to learn from both spatial and
temporal features, we observed a significant increase
in performance by approximately 7%. This suggests
that while the backbone extracts spatial artifacts, but
when trained with packets and TCN network, the
model identifies local and global irregularities. These
irregularities extracted over the sequence aid the
model in achieving better performance.

o Effect of projecting the features to frequency space:
Since multiple generation algorithms are involved
in phylogenetic deepfakes, extraction of residual
signals of generative algorithms should aid in the
prediction of phylogeny. From Table[10} it can be ob-
served that the projection of features to the frequency
domain leads to an improvement of approximately
2.5%. This suggests that our observation is consistent
with the recent research [48], [58] and model signa-
tures are more discriminative in frequency space.

Limitations: The proposed algorithm views deepfake
videos as sequences and identifies spatiotemporal inconsis-
tencies throughout the video for prediction. This method
provides a substantial improvement in performance, but it
necessitates additional computational time to extract frames
and identify faces. This is because it processes each video
as a single sequence, requiring an equivalence between
real and fake data. Furthermore, the concurrent use of two
networks to extract spatio-temporal features considerably
escalates the computational time requirements.

6 CONCLUSION

In this research, we introduce the problem of deepfake phy-
logeny: the study of the evolutionary relationships between
deepfakes created using different generation techniques. We
propose DeePhyV2, a novel Deepfake Phylogeny dataset
consisting of 8960 deepfake videos generated using four
generation techniques sequentially for up to three succes-
sions. The DeePhyV2 dataset is designed to challenge deep-
fake detection models to identify the sequence of generation
techniques used to create a deepfake image or video. We
benchmark the dataset of various popular deepfake de-
tection algorithms and proposed a novel approach termed
DeePhyNet that achieves state-of-the-art performance in all
three protocols of the proposed dataset. DeePhyNet pro-
cesses video frames by extracting spatio-temporal features
and enhancing the residual signs of generative models by
mapping them onto a frequency domain. Detailed experi-
ments are performed, and the key findings are:

AQ1: Experimental results indicate that current models are
not effective in accurately distinguishing between genuine
and fake faces in complex deepfake phylogeny settings.
However, DeePhyNet exhibits superior detection capabili-
ties, achieving detection accuracy of over 93%.

AQ2: The experiments demonstrate that the trained models
can successfully identify the unique signature of each gen-
erative algorithm, with DeePhyNet achieving state of the art
accuracy of around 97%.

AQ3: Addressing the most challenging research question,
DeePhyNet manages to predict the sequence of deepfake
creation with about 90% accuracy, highlighting potential
areas for further enhancement.
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The utility of our research extends to its proficiency
in tracing the lineage of an image, achieved through the
integration of model attribution and deepfake detection.
Pre-trained networks find widespread application across a
variety of fields, including the creation of professional artis-
tic content and entertainment. It is imperative for creators
to track the usage of their intellectual output to ensure they
are duly credited, thereby preventing intellectual property
infringement and the illicit use of deepfake technology.
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