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Motivation

Current Challenges in Deepfake Detection: Existing datasets lack low-resolution deepfakes,
multi-face deepfakes, phylogenetic deepfakes, and lack of facial-attribute annotations.

We present the DF-Platter dataset with the following key
contributions-
(a) Low-Resolution Deepfakes:
Deepfakes are generated using low-resolution videos as
they are better suited for training in real-world scenarios.
(b) Multi-Ethnic Deepfakes:
Existing datasets lack subjects with multiple ethnicities.
Our dataset caters for subjects with Indian ethnicity.
(c) Multi-Face Deepfakes:
The proposed dataset provides sophisticated deepfakes
with multiple manipulated faces within a single frame.

DF-Platter Dataset

Samples showcasing various challenges
in deepfakes.

{ DF-Platter ]

[ Sets | Generation 1 [ Resolution | | Compression

’ | Techniques | % S
:SetA (Single subject deepfakes) | iFSGAN | (Low Resolution (360p) | :co (Default YT compression) j
'Set B (Intra deepfakes) | [Faceshifter | |High Resolution (720p) | [ c23 (H.264 compression) |
:Set C (Multi-face deepfakes) kFaceSwap :040 (H.264 compression) \

Dataset link - http:/www.iab-rubric.org/df-platter-database
DF-Platter is a gender-balanced video deepfake dataset with subjects of Indian ethnicity.

Dataset Details

Splits of the DF-Platter dataset

Set C: Multi-face celebrity deepfakes/Inter-deepfakes:[Total videos - 900]
Contains video with multiple subjects. Faces of multiple subjects (Min-2, Max-5) within a video are swapped with a

Set A: Single-face deepfakes: [Total videos - 130,690]

swapped with the face in source video. The background of target
video is preserved. This set contains deepfake generated using

Set B: Multi-face deepfakes/Intra-deepfakes: [Total videos - 900]
Contains video with multiple subjects. Faces of multiple subjects
(Min-2, Max-5) within a video are swapped with each other to
create deepfakes. This set contains deepfake generated using

FSGAN, FaceSwap, and FaceShifter.

Resolution Compression Protocol

Sets Consists of single-subject deepfakes. The face in target video is

Low High cO c23 | c40 | Train | Test
SetA | 65,649 | 65,649 | v v Vs v v )

FSGAN and FaceShifter

Set B 500 500 v v v X v
Set C 481 481 v v v X v
Total | 66,630 | 66,630 | v v v - -
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Real Fake Total Total Real S Multiple faces per Face Generation Resoluti Annotati
Videos Videos Videos | Subjects cat souree image/video Occlusion | Techniques esotution nnotations
Statistics 2,292 397,488 | 399,780 454 YouTube v v 3 v v
Video characteristics:
e 132,496 deepfake videos (cO) e 764 real videos (cO) e ~ 20 sec/video
e MPEGA4.0 format ¢ 25 FPS e H.264 compression used ¢ ~ 400GB
Beard (26.33%)
2 (24.5%)
e i R S, 3(33%) SoClockShadow (6.33%)
Old (8.97%) 1{3.8%) Moustache (32%)
s - L
Female (49.8%) Young Adult (51.50%) 5 (12%) Cap/Turban (3%)
isiam Mic (9.66%)
Spectacles (18%)
Gender Age Skin tone (In Fitzpatrick Scale) Occlusion

1. Gender: Male, Female 2. Age: Young Adult, Adult, Old 3. Skin tone: Fitzpatrick scale (1 to 6)
4. Occlusion: Moustache, 5 0'Clock Shadow, Beard, Hair Occlusion, Spectacles, Mic, Cap/Turban, Hijab/Scarf

celebrity face to create deepfakes. This set contains deepfake generated using FSGAN, FaceSwap, and FaceShifter. SETB SETC
o
Protocols and Benchmarking Results
Tested On Accuracy AUC FaceWA FaceAUC FLA VLA FaceWA FaceAUC FLA VLA
Protocols MesoNet 8490+225 | 067+008 | 7846+292 | 057/+001 | 5813+387 | 6260+560 | 7857 +242 | 069+003 | 57.90+402 | 5876+ 696
1 Protocol 1: Deepfake Detection Meso-Inception | 86.62+0.40 | 070+001 | 79.92+195 | 058+000 | 60.89+201 | 6541+148 | 79.68+158 | 069+001 | 60.81+251 | 62.60+2.18
‘ : P FWA 8247+150 | 059+004 | 8483+235 | 055+001 | 71.98+701 | 7990+834 | 8371+1.04 | 064+006 | 66.75+135 | 7872+7.79
Training using Set-A, we perform deepfake detection. Set-A is used for ORI ception 8476077 | 064+002 | 8602+160 | 056001 | 7407429 | 8041+510 | 86.00-074 | 071003 | 71.36=141 | 78.12+ 4.94
evaluation in this protocol, achieving an average accuracy of 87.22%. DSP-FWA 91.92+057 | 081+001 | 8159+160 | 042+026 | 6229+295 | 6541+411 | 83.08+046 | 0.77+0.02 | 6552+097 | 64.16+3.26
2. Protocol 2: Multi-face Deepfakes Capsule 9270+ 192 | 083+005 | 8409+257 | 064+003 | 6691+548 | 7096+753 | 8502+291 | 081+001 | 69.01+475 | 67.04+7.61
. . . Trained - |Models Set A SetB Set C
We employ Set B & Set C as the test sets which contain deepfakes with Tested On Accuracy e WA AUC A o WA AUC A o
multiple subjects. We report face-level, frame-level and video-level MesoNet 8200+020 | 058+002 | 81.89+234 | 053+001 | 6607+479 | 71.62+679 | 81.06+291 | 058+001 | 61.10+512 | 73.17+881
performance of detectors. Meso-Inception | 82.12+0.46 | 057+001 | 8425+143 | 054+001 | 71.13+3.11 | 7761+349 | 8276+077 | 056+001 | 63.64+111 | 77.68+1.94
3. Protocol 3 : Cross-Resolution and Cross-Compression 0.HR- | FWA 80.80+027 | 053+001 | 8562+238 | 051+000 | 7543+580 | 8485+678 | 8441+1.48 | 055+002 | 66.79+269 | 8529 +561
This protocol analyzes the performance of deepfake detectors in c0,LR [ Xception 8112+046 | 053+002 | 8805+1.38 | 053+001 | 80.79+397 | 8995+490 | 8633+1.19 | 056+002 | 70.46+244 | 89.65+5.28
, , , DSP-FWA 8411+121 | 061+003 | 8271+224 | 054+002 | 6738+484 | 7295+6.19 | 81.77+1.61 | 058+004 | 6203+352 | 73.39+251
real-world settings where the deepfake samples comprise of different Capsule 8537+150 | 064+004 | 8279+151 | 056+001 | 67.61+326 | 7406+4.11 | 8208+1.78 | 059+004 | 6329+328 | 74.13+3.24
compression and resolution. Trained - |Models Set A Set B Set C
- In cross-resolution, we train on (cO,HR) and test on (cO,LR) samples. Tested On Accuracy AUC FaceWA FaceAUC FLA VLA FaceWA FaceAUC FLA VLA
_ In cross-compression, we train on (c23,HR) and test on (c40,HR) MesoNet 8277+059 | 059+002 | 8421+048 | 055+001 | 69.48+104 | 7531+1.15 | 8351+094 | 064+003 | 6512+230 | 7509 +2.29
Meso-Inception | 8334+0.18 | 061+001 | 8475+019 | 056+001 | 72.09+073 | 7849+155 | 8325+084 | 063+003 | 6566+203 | 76.42+2.10
samples. 23 HR- |FwA 8249+039 | 055+001 | 8491+146 | 052+001 | 7201+379 | 80.12+434 | 8356+1.36 | 058+001 | 6443+255 | 80.05+4.39
E . . c40,HR | Xception 8202+033 | 054+002 | 8721+143 | 054+001 | 7735+4.19 | 8581+572 | 8485+189 | 059+001 | 67.71+368 | 82.85+6.39
valuation Metrics DSP-FWA 8376+179 | 061+008 | 8541+444 | 054+003 | 73.43+1297 | 79.67+1596 | 8473+233 | 063+0.10 | 67.73+506 | 7894+ 1590
For all protocols, we report classification accuracy (Accuracy/Face-wise Capsule 8548+ 060 | 066+002 | 8006+343 | 055+001 | 6055+7.17 | 6556+7.83 | 7941+261 | 064+001 | 5859+438 | 63.86+6.41
Accuracy/Frame-level Accuracy/Video-level Accuracy) and ROC-AUC .
scores (AUC/Face-wise AUC). We calculate these under three settings: O bse rvat' ons

1. Face-level (FaceWA/FaceAUC): Each face is used for computation and
classified as fake (or, real).

2. Frame-level (Accuracy/FLA/AUC): A frame is considered to be
correctly classified only if the predictions corresponding to all the faces
in the frame are correct.

3. Video-level (VLA): If more than 50% frames are classified as fake (or
real), we classify the video as fake (or real).

e Deepfake detectors perform poorly on DF-platter dataset which reflects its high quality with an average BRISQUE
score of 43.25 (in top 3 amongst existing deepfake datasets).
e The performance of existing detectors on Set B and Set C of DF-Platter dataset shows it's challenging nature and

the limitation of existing detectors to handle multi-face deepfakes.

e Cross-resolution and Cross-compression results show that existing deepfake detectors struggle to handle
real-world media that are in different resolutions and compressions.
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